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## Int RODUCTION

The approximation problem considered here is to represent or approximate a prescribed continuous and real-valued function of two variables by the sum of two continuous functions of one variable:

$$
f(x, y) \approx g(x)+h(y) .
$$

To make the problem more precise, let $X$ and $Y$ be compact topological spaces, and let $f t C(X \times Y)$. Denote by $M$ the set of functions $\phi$ which have the form

$$
\phi(x, y)=g(x)-h(y) \quad g \in C(X), h \in C(Y) .
$$

The distance from $f$ to $M$ is defined by

$$
\operatorname{dist}(f, M)==\inf _{\phi \in M}\left|f-\phi_{\bar{\prime}}==\inf _{\phi \in M} \sup _{(x, y)}\right| f(x, y)-\phi(x, y) \mid \text {. }
$$

An element $\phi \in M$ is sought such that $i: f-\phi \mid-\operatorname{dist}(f, M)$. Such a $\phi$ is termed a best approximation to $f$. Alternatively, one asks for an $f^{*} \in C(X \times Y)$ such that $f^{*} \ldots f \in M$ and $f^{*}:$ is a minimum, i.e., $\mid f: \cdots \operatorname{dist}(f, M)$.

[^0]In 1951, Diliberto and Straus published in [3] an algorithm for solving this problem, and in [4], Golomb has shown that a generalized form of this algorithm is applicable in any normed linear space. The procedure of [3] is most easily explained in terms of two non-linear averaging operators defined by the equations

$$
\begin{aligned}
& \left(\mathscr{M}_{x} f\right)(y)=\frac{1}{2} \sup _{x} f(x, y)+\frac{1}{2} \inf _{x} f(x, y), \\
& \left(\mathscr{M}_{y} f\right)(x)=\frac{1}{2} \sup _{y} f(x, y)+\frac{1}{2} \inf _{y} f(x, y) .
\end{aligned}
$$

The algorithm is then simply

$$
\begin{aligned}
& f_{1}=f, \quad f_{2 n}=f_{2 n-1}-g_{n}, \quad f_{2 n+1}=f_{2 n}-h_{n} \\
& g_{n}=\mathscr{M}_{y} f_{2 n-1}, \quad h_{n}=\mathscr{M}_{x} f_{2 n}
\end{aligned}
$$

One of the principal results of [3] can be summarized thus:
Theorem. The sequence $\left\{f_{n}\right\}$ is equicontinuous and possesses cluster points. Each cluster point $f^{*}$ is a solution to the problem: $f^{*}-f \in M$ and $\left\|f^{*}\right\|=$ $\operatorname{dist}(f, M)$. Furthermore, $\quad \mathscr{M}_{x} f^{*}=\mathscr{M}_{y} f^{*}=0, \quad\left\|f_{n}\right\| \downarrow \operatorname{dist}(f, M), \quad$ and $\left\|f_{n-1}-f_{n}\right\| \downarrow 0$.

## 1. Convergence of Functions in the Algorithim

One of the questions left unanswered in [3] is whether the sequence $\left\{f_{n}\right\}$ converges. This was answered affirmatively by Aumann in [2]. We give a new proof of this result in Theorem 1.1 below.

Lemma 1.1. $\left\|\mathscr{M}_{x} f-\mathscr{M}_{x} F\right\| \leqslant\|f-F\|$. Similarly for $\mathscr{M}_{y}$.
Proof. Let $\delta=\|f-F\|$. Then we have the pointwise inequality

$$
-\delta+F \leqslant f \leqslant \delta+F
$$

Since $\mathscr{A}_{x}$ is order-preserving, and constant-preserving,

$$
-\delta+\mathscr{M}_{x} F \leqslant \mathscr{M}_{x} f \leqslant \delta+\mathscr{M}_{x} F
$$

This is equivalent to the inequality in the lemma.
In the following three lemmas we give some of Aumann's results [2]. Proofs are included for completeness.

The following lemma is elementary.

Lemma 1.2. For two functions $f$ and $F$,

$$
\max f(x)-\max F(x) \leqslant \max \{f(x)-F(x)\}
$$

with equality holding only if there exists a point at which all three maxima are attained.

Lemma 1.3. [Aumann, [2]]. Let $\tau_{n}$ denote the maximum of $\left|f_{n}(p)\right|$ as $p$ ranges over points satisfying $\left|f_{n+1}(p)-f_{n}(p)\right|=\left\|f_{n+1}-f_{n}\right\|$.If $\left\|f_{n+1}-f_{n}\right\|=$ $\left\|f_{n}-f_{n-1}\right\|$ then $\tau_{n-1} \geqslant \tau_{n}+\left\|f_{n}-f_{n-1}\right\|$.

Proof. We suppose $n=2 k$; the case when $n$ is odd is similar. Using Lemma 1.1 and the fact that $\mathscr{M}_{x} f_{2 k-1}=0$, we have

$$
\begin{equation*}
\left\|h_{z k}\right\|=\left\|\mathscr{M}_{x} f_{2 k}\right\|=\left\|\mathscr{M}_{x} f_{2 k}-\mathscr{M}_{x} f_{2 k-1}\right\| \leqslant\left\|f_{2 k}-f_{2 k-1}\right\|=\left\|g_{k}\right\| \tag{l}
\end{equation*}
$$

By the definition of $\tau_{2 k}$ there exists $y_{0}$ such that

$$
\left|h_{k}\left(y_{0}\right)\right|=\| h_{k 2}| | \quad \text { and } \quad \tau_{2 k}=\max _{x}\left|f_{2 k}\left(x, y_{0}\right)\right|
$$

Since $\left\|h_{k}\right\|=\left\|g_{k}\right\|$ by hypothesis, one of the following holds:
(i) $\left(\mathscr{A}_{x} f_{2 k}-\mathscr{M}_{x} f_{2 k-1}\right)\left(y_{0}\right)=\left\|g_{k}\right\|$,
(ii) $\left(\mathscr{M}_{x} f_{2 k}-\mathscr{M}_{x} f_{2 k-1}\left(y_{0}\right)=-\left\|g_{k}\right\|\right.$.

Suppose (i) holds. Then rewrite (i) in the forms

$$
\begin{aligned}
& \frac{1}{2}\left[\max _{x} f_{2 k}\left(x, y_{0}\right)-\max _{x} f_{2 k-1}\left(x, y_{0}\right)\right] \\
& \quad+\frac{1}{2}\left[\min _{x} f_{2 k}\left(x, y_{0}\right)-\min _{x} f_{2 k-1}\left(x, y_{0}\right)\right]=\left\|g_{k}\right\| \\
& \frac{1}{2}\left[\max _{x} f_{2 k}\left(x, y_{0}\right)-\max _{x} f_{2 k-1}\left(x, y_{0}\right)\right] \\
& \quad+\frac{1}{2}\left[\max _{x}-f_{2 k-1}\left(x, y_{0}\right)-\max _{x}-f_{2 k}\left(x, y_{0}\right)\right]=\left\|g_{k}\right\| .
\end{aligned}
$$

By Lemma 1.2, each bracketed expression is at most $\left\|g_{k}\right\|$, and hence by the equality condition of Lemma 1.2 , there exists an $x_{0}$ such that $-g_{k}\left(x_{0}\right)=$ $\left\|g_{k}\right\|, f_{2 k}\left(x_{0}, y_{0}\right)=\max _{x} f_{2 k}\left(x, y_{0}\right)$, and $f_{2 k-1}\left(x_{0}, y_{0}\right)=\max _{x} f_{2 k-1}\left(x, y_{0}\right)$. From the definition of $g_{k}, g_{k}\left(x_{0}\right)=\frac{1}{2} \max _{y} f_{2 k-1}\left(x_{0}, y\right)+\frac{1}{2} \min _{y} f_{2 k-1}\left(x_{0}, y\right)$ whence

$$
\begin{aligned}
\tau_{2 k-1} & \geqslant-\min _{y} f_{2 k-1}\left(x_{0}, y\right)=-2 g_{k}\left(x_{0}\right)+\max _{y} f_{2 k-1}\left(x_{0}, y\right) \\
& \geqslant-2 g_{k k}\left(x_{0}\right)+f_{2 k-1}\left(x_{0}, y_{0}\right)=-g_{k}\left(x_{0}\right)+f_{2 k}\left(x_{0}, y_{0}\right) \\
& =\left\|g_{k}\right\|+\tau_{2 k}
\end{aligned}
$$

Case (ii) is similar.

Lemma 1.4 [Aumann, 2]. In the Diliberto-Straus algorithm, we have $g_{n} \rightarrow 0$ and $h_{n} \rightarrow 0$.

Proof. Diliberto and Straus [3] stated that $\left\|g_{2}\right\| \geqslant\left\|h_{2}\right\| \geqslant\left\|g_{3}\right\| \geqslant \cdots$. One proves this easily by Eq. (1) in the previous proof.
Thus we can define $\theta=\lim \left\|f_{n+1}-f_{n}\right\|$. Because of equicontinuity (see [3] or Section 2, below), there is a convergent subsequence, say $f_{n_{\mathrm{k}}} \rightarrow f^{*}$. Applying the algorithm to $f^{*}$, we obtain a sequence $f_{m}^{*}$. Since the operations in the algorithm are continuous, $f_{m}^{*}=\lim _{k c} f_{n_{k_{k}}+m}$. Hence $\left\|f_{m+1}^{*}-f_{m}^{*}\right\|=$ $\lim _{k}\left\|f_{n_{k}+m+1}-f_{n_{z_{k}}+m}\right\|=\theta$. By Lemma 1.3 (applied to $f_{m}^{*}$ ) we have $\tau_{m}^{*} \leqslant$ $\tau_{m+1}^{*}-\theta, m=2,3, \ldots$. By induction, this leads to $0 \leqslant \tau_{m}^{*} \leqslant \tau_{1}^{*}-(m-1) \theta$, whence $\theta=0$.

If $f$ is fixed, we define operators $A$ and $B$ by putting

$$
A F=\mathscr{M}_{x}(f-F), \quad B F=\mathscr{M}_{y}(f-F)
$$

From Lemma 1.1 we have immediately:
Lemma 1.5.

$$
\begin{aligned}
\|A \phi-A \psi\| & \leqslant\|\phi-\psi\|, \\
\|B \phi-B \psi\| & \leqslant\|\phi-\psi\|, \\
\|A B \phi-A B \psi\| & \leqslant\|\phi-\psi\|
\end{aligned}
$$

Theorem 1.1. The sequence $\left\{f_{n}\right\}$ produced by the Diliberto-Straus algorithm converges uniformly.

Proof. Let $G_{n}=\sum_{1}^{n} g_{i}$ and $H_{n}=\sum_{1}^{n} h_{i}$. Then

$$
\begin{aligned}
G_{n} & =G_{n-1}+g_{n}=G_{n-1}+\mathscr{M}_{y} f_{2 n-1}=G_{n-1}+\mathscr{A}_{3}\left(f-G_{n-1}-H_{n-1}\right) \\
& =\mathscr{M}_{y}\left(f-H_{n-1}\right)=B H_{n-1}
\end{aligned}
$$

Similarly, $H_{n}=A G_{n}$. Hence $H_{n}=A B H_{n-1}$.
Select $g$ and $h$ so that $f-g-h$ is level (see [3, Theorem 7] or Theorem 2.3, below). Then $0=\mathscr{M}_{\mathrm{id}}(f-g-h)=A g-h$, so $h=A g$. Similarly, $g=B h$. Hence $h=A B h$. Since $\left\|H_{n}-h\right\|=\left\|A B H_{n-1}-A B h\right\| \leqslant\left\|H_{n-1}-h\right\|$ by Lemma 1.5, we see by induction that the sequence $\left\{H_{n}\right\}$ is bounded. It is equicontinuous, as shown in [3, Theorem 4] or by the argument in Theorem 2.3 of this paper. Hence by the Ascoli theorem, there is a convergent subsequence, say $H_{n_{n}} \rightarrow H$.

Since $G_{n}=B H_{n-1}$, we see that $G_{n_{k}+1}$ converges, say to $G$. Since $g_{n} \rightarrow 0$ [3, Theorem 6] we conclude that $G_{n_{k}} \rightarrow G$. It follows that the sequence $f_{2 n_{k}+1}=f-G_{n_{k}}-H_{n_{k}}$ converges to $f-G-H$. As in [3, Theorem 7], $f-G-H$ is level. As in the argument above for $h, A B H=H$. By repeating
another argument used above, $\left\|H_{n}-H\right\| \leqslant\left\|H_{n-1}-H\right\|$. This means that the sequence $\left\{H_{n}\right\}$ can have no cluster point other than $H$. Hence $H_{n} \rightarrow H, G_{n} \rightarrow G$, and $f_{2 n+1} \rightarrow f-G-H$. Then $f_{2 n} \rightarrow f-G-H$ and $f_{n} \rightarrow f-G-H$.

## 2. New Proofs of Two Theorems of Diliberto and Straus

It is convenient to term a function $f$ horizontally level if $\mathscr{A}_{x} f=0$, vertically level if $\mathscr{M}_{y} f=0$, and simply level if $\mathscr{M}_{x} f=\mathscr{M}_{y} f=0$. The elements $f_{2 n}$ in the algorithm are vertically level since $\mathscr{M}_{y} f_{2 n}=\mathscr{M}_{y}\left(f_{2 n-1}-g_{n}\right)=\mathscr{M}_{y} f_{2 n-1}-g_{n}=$ 0 . Similarly $\mathscr{A}_{x} f_{2 n+1}=0$. The following two lemmas can be found in [4]. Proofs are included here because of their brevity.

Lemma 2.1 [Golomb [4]]. If $\mathscr{M}_{y} f=0$ and $g \in C(X)$, then $\|f+g\|=$ $\|f-g\|$.

Proof. Select $p=\left(x_{0}, y_{0}\right)$ so that $(f+g)(p)=\sigma\|f+g\|, \sigma= \pm 1$. Since $f$ is vertically level, there is a point $q=\left(x_{0}, y_{1}\right)$ such that $\sigma[f(p)+$ $f(q)] \leqslant 0$. Then $\|f-g\| \geqslant \sigma[g(q)-f(q)]=\sigma g(p)-\sigma f(q) \geqslant \sigma[g(p)+$ $f(p)]=\|f+g\|$. Apply the argument to $-g$ in order to get $\|f+g\| \geqslant$ $\|f-g\|$.

Lemma 2.2 [Golomb [4]]. For all $n,\left\|f_{n}-2 f_{n+1}\right\|=\left\|f_{n}\right\|$.
Proof. If $n=2 k-1$ then by Lemma 2.1, $\left\|f_{n}-2 f_{n+1}\right\|=\| f_{2 k-1}-$ $f_{2 k}-f_{2 k}\|=\| g_{k}-f_{2 k}\|=\| g_{k}+f_{2 k}\|=\| f_{2 k-1} \|$. The proof for even $n$ is similar.

Lemma 2.3. For $n \geqslant 2,\left\|g_{n}\right\| \leqslant \frac{1}{2}\left\|f_{2 n-2}\right\|$ and $\left\|h_{n}\right\| \leqslant \frac{1}{2}\left\|f_{2 n-1}\right\|$.
Proof. By Lemma 2.2, $\left\|f_{n}-2 f_{n+1}\right\| \leqslant\left\|f_{n}\right\|$, whence

$$
f_{n}-\left\|f_{n}\right\| \leqslant 2 f_{n+1} \leqslant f_{n}+\left\|f_{n}\right\|
$$

If $n=2 k$, we apply $\mathscr{M}_{y}$ to each term in this inequality and use the monotonicity of $\mathscr{M}_{y}$, obtaining

$$
\mathscr{M}_{y} f_{2 k}-\left\|f_{2 k}\right\| \leqslant 2 \mathscr{M}_{3} f_{2 k+1} \leqslant \mathscr{M}_{y} f_{2 k}+\left\|f_{2 k}\right\|
$$

Since $f_{2 k i}$ is vertically level, $\mathscr{A}_{y} f_{2 k}=0$, and the previous inequality reduces to

$$
-\left\|f_{2 k}\right\| \leqslant 2 g_{h_{2+1}} \leqslant\left\|f_{2 k}\right\|
$$

The proof of the other inequality is similar.

Lemma 2.4. If $n>N$ then $2 f_{n}-\left\|f_{N}\right\| \leqslant f_{n-1} \leqslant 2 f_{n}+\left\|f_{N}\right\|$.
Proof. By Lemma 2.2 and the monotonicity of $\left\|f_{n}\right\|$,

$$
\left\|f_{n-1}-2 f_{n}\right\|=\left\|f_{n-1}\right\| \leqslant\left\|f_{N}\right\|
$$

Hence

$$
-\left\|f_{N}\right\| \leqslant f_{n-1}-2 f_{n} \leqslant\left\|f_{N}\right\|
$$

and

$$
2 f_{n}-\left\|f_{N}\right\| \leqslant f_{n-1} \leqslant 2 f_{n}+\left\|f_{N}\right\|
$$

Lemma 2.5 [5, Lemma 2.2]. If $f$ differs from a vertically level function by a function of $y$ alone then $\max _{y}\left[f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right] \geqslant 0$ for all $x_{1}$ and $x_{2}$.

An ordered set of points $\left[p_{1}, p_{2}, \ldots\right]$ in $X \times Y$ is called a path if $p_{i}=$ $\left(x_{i}, y_{i}\right), x_{2 i-1}=x_{2 i}, y_{2 i+1}=y_{2 i}\left[\right.$ or $x_{2 i+1}=x_{2 i}$ and $\left.y_{2 i-1}=y_{2 i}\right]$. If the path is finite, if it has an even number of terms, say $\left[p_{1}, p_{2}, \ldots, p_{2 n}\right]$, and if $y_{1}=$ $y_{2 n}$, we call it a closed path, $l$. (We do not assume that the points $p_{i}$ are distinct.) Corresponding to $l$ there is a linear functional $\pi_{l}$ defined by

$$
\pi_{l}(f)=\frac{1}{2 n} \sum_{i=1}^{2 n}(-1)^{i} f\left(p_{i}\right)
$$

The principal properties of these functionals, as established by Diliberto and Straus, are these:

Theorem. (1) $\pi_{l}(\phi)=0$ for all $\phi \in M$.
(2) $\left\|\pi_{l}\right\| \leqslant 1$.
(3) $\operatorname{dist}(f, M)=\sup _{l} \pi_{l}(f)$.

Although most of the results of this paper are valid for arbitrary compacta $X$ and $Y$, it is convenient to retain the terminology of $\mathbb{R}^{2}$. For example, " $p-q$ is horizontal" means that $p=\left(x_{0}, y_{0}\right)$ and $q=\left(x_{1}, y_{0}\right)$.

Thborem 2.1. For any two integers $N \geqslant 2$ and $k \geqslant 1$,

$$
\frac{k+2}{k+1} \operatorname{dist}(f, M) \geqslant\left\|f_{N}\right\|-2^{k}\left(\left\|f_{N}\right\|-\left\|f_{N+k}\right\|\right)
$$

Thus it follows immediately that $\lim \left\|f_{N}\right\|=\operatorname{dist}(f, M)$.
Proof. Fix $N$ and $k$, and let $n=N+k$. It is convenient but not necessary to assume that $n$ is even. Then $f_{n}$ is vertically level. Hence there exist points
$p_{0}$ and $q_{0}$ such that $p_{0}-q_{0}$ is vertical and $f_{n}\left(p_{0}\right)=-f_{n}\left(q_{0}\right)=\left\|f_{n}\right\|$. By Lemma 2.4,

$$
\begin{gathered}
f_{n-1}\left(p_{0}\right) \geqslant 2 f_{n}\left(p_{0}\right)-\left\|f_{N}\right\|=2\left\|f_{n}\right\|-\left\|f_{N}\right\| \\
f_{n-1}\left(q_{0}\right) \leqslant 2 f_{n}\left(q_{0}\right)+\left\|f_{N}\right\|=-2\left\|f_{n}\right\|+\left\|f_{N}\right\| .
\end{gathered}
$$

Since $f_{n-1}$ is horizontally level, there exist points $p_{1}$ and $q_{1}$ such that $p_{0}-q_{1}$ is horizontal, $q_{0}-p_{1}$ is horizontal, and

$$
\begin{gathered}
f_{n-1}\left(p_{1}\right) \geqslant 2\left\|f_{n}\right\|-\left\|f_{N}\right\|, \\
f_{n-1}\left(q_{1}\right) \leqslant-2\left\|f_{n}\right\|+\left\|f_{N}\right\| .
\end{gathered}
$$

We shall prove by induction that the following assertion, $A(r)$, is true for $r=1,2, \ldots, k$.
$A(r)$ : There exist points $p_{0}, p_{1}, p_{2}, \ldots, p_{r}$ and $q_{0}, q_{1}, \ldots, q_{r}$ forming a path such that
$f_{n-r}\left(p_{i}\right) \geqslant 2^{r}\left\|f_{n}\right\|-\left(2^{r}-1\right)\left\|f_{N}\right\|$ and $f_{n-r}\left(q_{i}\right) \leqslant-2^{r}\left\|f_{n}\right\|+\left(2^{r}-1\right)\left\|f_{N}\right\|$.
The preceding remarks have established $A(1)$. Now suppose that $A(r)$ has been established for a particular $r$ in $\{1,2, \ldots, k-1\}$. In proving $A(r+1)$, we suppose first that $r$ is even. Then $n-r-1$ is odd and $f_{n-r-1}$ is horizontally level. Select $p_{r+1}$ so that $p_{r+1}-q_{r}$ is horizontal and $f_{n-r-1}\left(p_{r+1}\right) \geqslant-f_{n-r-1}\left(q_{r}\right)$. By Lemma 2.4 and the induction hypothesis, $A(r)$, we have

$$
\begin{aligned}
& f_{n-r-1}\left(p_{r+1}\right) \geqslant-f_{n-r-1}\left(q_{r}\right) \geqslant-2 f_{n-r}\left(q_{r}\right)-\left\|f_{N}\right\| \\
& \quad \geqslant-2\left[-2^{r}\left\|f_{n}\right\|+\left(2^{r}-1\right)\left\|f_{N}\right\|\right]-\left\|f_{N}\right\|=2^{r+1}\left\|f_{n}\right\|-\left(2^{r+1}-1\right)\left\|f_{N}\right\| .
\end{aligned}
$$

The choice and analysis of $q_{r+1}$ is similar. For indices $i=0,1, \ldots, r$ we have by Lemma 2.4 and the induction hypothesis

$$
\begin{aligned}
f_{n-r-1}\left(p_{i}\right) & \geqslant 2 f_{n-r}\left(p_{i}\right)-\left\|f_{N}\right\| \\
& \geqslant 2\left[2^{r}\left\|f_{n}\right\|-\left(2^{r}-1\right)\left\|f_{N}\right\|\right]-\left\|f_{N}\right\| \\
& =2^{r+1}\left\|f_{n}\right\|-\left(2^{r+1}-1\right)\left\|f_{N}\right\| .
\end{aligned}
$$

A similar analysis applies to the points $q_{i}$. If $r$ is odd, a similar proof can be given.

Thus $A(r)$ is true for $r=k$, and there exist points $p_{0}, \ldots, p_{k}, q_{9}, \ldots, q_{k}$ such that $f_{N}\left(p_{i}\right) \geqslant 2^{k}\left\|f_{n}\right\|-\left(2^{k}-1\right)\left\|f_{N}\right\|=\left\|f_{N}\right\|-2^{k}\left(\left\|f_{N}\right\|-\left\|f_{n}\right\|\right)$ and similarly for $q_{i}$. Now complete a closed path by constructing $p_{k+1}$ and $q_{k+1}$ in such a way that $f_{N}\left(p_{k+1}\right) \geqslant f_{N}\left(q_{k+1}\right)$. This is possible by Lemma 2.5. Then we have

$$
\begin{aligned}
\operatorname{dist}(f, M) & \geqslant \pi_{l}\left(f_{N}\right)=\frac{1}{2 k+4}\left\{\sum_{i=0}^{k}\left[f_{N}\left(p_{i}\right)-f_{N}\left(q_{i}\right)\right]+f_{N}\left(p_{k+1}\right)-f_{N}\left(q_{k+1}\right)\right\} \\
& \geqslant \frac{2 k+2}{2 k+4}\left\{\left\|f_{N}\right\|-2^{k}\left(\left\|f_{N}\right\|-\left\|f_{n}\right\|\right)\right\} .
\end{aligned}
$$

Corollary 2.1. $\quad \frac{3}{2} \operatorname{dist}(f, M) \geqslant 2\left\|f_{n+1}\right\|-\left\|f_{n}\right\|$, if $n \geqslant 2$.
Theorem 2.2. If the Diliberto-Straus algorithm is applied on a domain which is a subset of $X \times Y$ then for $n \geqslant 2$ and $k \geqslant 1$,

$$
\operatorname{dist}(f, M) \geqslant \frac{k+1}{k+2}\left\{\left\|f_{n}\right\|-2^{k}\left(\left\|f_{n}\right\|-\left\|f_{n+k}\right\|\right)\right\}-\frac{1}{k+2}\left\|f_{n}\right\| .
$$

Hence $\operatorname{dist}(f, M)=\lim _{n \rightarrow \infty}\left\|f_{n}\right\|$.
Proof. In the proof of the preceding theorem, the only change to be made is at the end. Lemma 2.5 is not applicable, but the path can be completed by any two convenient points $p_{k+1}$ and $q_{k+1}$. In the estimate, use

$$
f_{N}\left(p_{k+1}\right)-f_{N}\left(q_{k+1}\right) \geqslant-2\left\|f_{N}\right\|
$$

Lemma 2.6 [5]. For functions of one variable, the averaging operator $\mathscr{M} f=\frac{1}{2} \sup f(x)+\frac{1}{2} \inf f(x)$ has these properties:
(1) $|\mathscr{M} v| \leqslant\|v\|$,
(2) $\left|\mathscr{M} v_{1}-\mathscr{M} v_{2}\right| \leqslant\left\|v_{1}-v_{2}\right\|$,
(3) $\|v-\mathscr{M} v\|=\|v\|-|\mathscr{M} v|$.

Definitions. Fixing $f \in C(X \times Y)$, we define mappings $A, B$, and $S$ on $M$ as follows:
(1) $A \phi=\mathscr{M}_{x}(f-\phi)$,
(2) $B \phi=\mathscr{M}_{y}(f-\phi)$,
(3) $S \phi=\phi+A \phi+B(\phi+A \phi)$.

We define also
$\Delta\left(x_{1}, y_{1}, x_{2}, y_{2}\right)=\sup _{x}\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right|+\sup \left|f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right|$,
$K=\left\{\phi \in M:\|f-\phi\| \leqslant\|f\|,\left|\phi\left(x_{1}, y_{1}\right)-\phi\left(x_{2}, y_{2}\right)\right| \leqslant \Delta\left(x_{1}, y_{1}, x_{2}, y_{2}\right)\right\}$.
A standard compactness argument shows that $\{f(x, \cdot): x \in X\}$ and $\{f(\cdot, y): y \in Y\}$ are equicontinuous sets in $C(Y)$ and $C(X)$, respectively. Hence $\Delta$ can be made as small as we wish by restricting $\left(x_{2}, y_{2}\right)$ to a neighborhood of $\left(x_{1}, y_{1}\right)$.

Theorem 2.3. The set $K$ is nonempty, convex, and compact. The map $S$ is continuous and carries $K$ into $K$. Hence $S$ has fixed points in $K$. If $\phi$ is any fixed point of $S$ in $M$ then $\phi \in K, f-\phi$ is level, and $\|f-\phi\|=\operatorname{dist}(f, M)$.

Proof. The maps $A, B, S$ are continuous by Lemma 2.6. For any $\phi \in M$, we have by Lemma 2.6,

$$
\begin{aligned}
\|f-S \phi\| & =\left\|f-\phi-A \phi-\mathscr{M}_{y}(f-\phi-A \phi)\right\| \\
& \leqslant\|f-\phi-A \phi\|=\left\|f-\phi-\mathscr{M}_{n}(f-\phi)\right\| \\
& \leqslant\|f-\phi\| .
\end{aligned}
$$

This shows that if $\phi \in K$ then $\|f-S \phi\| \leqslant\|f\|$.
If $\phi(x, y)=g(x)+h(y)$, then

$$
\begin{aligned}
S \phi & =g+h+\mathscr{M}_{x}(f-g-h)+B(\phi+A \phi) \\
& =g+A g+B(g+A g) \\
& =A g+B A g .
\end{aligned}
$$

Now let $\phi \in M$ and $u=S \phi$. If $\phi(x, y)=g(x)+h(y)$, then by Lemma 2.6,

$$
\begin{aligned}
&\left|u\left(x_{1}, y_{1}\right)-u\left(x_{2}, y_{2}\right)\right| \\
&=\left|(A g)\left(x_{1}, y_{1}\right)-(A g)\left(x_{2}, y_{2}\right)+(B A g)\left(x_{1}, y_{1}\right)-(B A g)\left(x_{2}, y_{2}\right)\right| \\
&=\left|(A g)\left(y_{1}\right)-(A g)\left(y_{2}\right)+(B A g)\left(x_{1}\right)-(B A g)\left(x_{2}\right)\right| \\
& \leqslant\left|\mathscr{M}_{x}(f-g)\left(y_{1}\right)-\mathscr{M}_{x}(f-g)\left(y_{2}\right)\right| \\
&+\left|\mathscr{M}_{y}(f-A g)\left(x_{1}\right)-\mathscr{M}_{y}(f-A g)\left(x_{2}\right)\right| \\
& \leqslant \sup _{x}\left|(f-g)\left(x, y_{1}\right)-(f-g)\left(x, y_{2}\right)\right| \\
&+\sup _{y}\left|(f-A g)\left(x_{1}, y\right)-(f-A g)\left(x_{2}, y\right)\right| \\
&= \sup _{x}\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right|+\sup _{y}\left|f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right| .
\end{aligned}
$$

This completes the proof that $S$ carries $K$ into $K$.
For the convexity of $K$, let $\phi_{1}$ and $\phi_{2}$ belong to $K$, and let $0 \leqslant \lambda \leqslant 1$. Put $\phi=\lambda \phi_{1}+(1-\lambda) \phi_{2}$. Then clearly, $\|f-\phi\| \leqslant\|f\|$. To show that $\left|\phi\left(x_{1}, y_{1}\right)-\phi\left(x_{2}, y_{2}\right)\right| \leqslant \Delta\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ we compute as follows, with $p=\left(x_{1}, y_{1}\right)$ and $q=\left(x_{2}, y_{2}\right)$ :

$$
\begin{aligned}
|\phi(p)-\phi(q)| & =\left|\lambda \phi_{1}(p)+(1-\lambda) \phi_{2}(p)-\lambda \phi_{1}(q)-(1-\lambda) \phi_{2}(q)\right| \\
& \leqslant \lambda\left|\phi_{1}(p)-\phi_{1}(q)\right|+(1-\lambda)\left|\phi_{2}(p)-\phi_{2}(q)\right| \\
& \leqslant \lambda \Delta+(1-\lambda) \Delta=\Delta\left(x_{1}, y_{1}, x_{2}, y_{2}\right)
\end{aligned}
$$

A simple argument shows that $M$ is a closed subspace. We have proved that $K$ is bounded and equicontinuous. In order to prove $K$ closed, let $\phi_{n} \in K$ with $\phi_{n} \rightarrow \phi$. (Pointwise convergence suffices.) The two conditions for membership in $K$ are then obviously satisfied by $\phi$.

By the Ascoli theorem, $K$ is compact. By the Schauder Fixed-Point Theorem, $S$ has a fixed point in $K$.

Let $\phi$ be a fixed point of $S$ in $M$. Then $A \phi+B(\phi+A \phi)=0$. Since $A \phi$ is a function of $y$ alone and $B(\phi+A \phi)$ is a function of $x$ alone, we have $A \phi=c$ and $B(\phi+A \phi)=-c$ for some constant $c$. It follows that $-c=$ $B(\phi+A \phi)=B(\phi+c)=-c+B(\phi)$. Hence $0=B(\phi)=\mathscr{M}_{y}(f-\phi)$. The equation $\mathscr{M}_{x}(f-\phi)=A \phi=0$ follows from Lemma 2.7 (below). Hence $f-\phi$ is level, and $\|f-\phi\|=\operatorname{dist}(f, M)$.

Lemma 2.7. If $\mathscr{M}_{\infty} f=0$ and $\mathscr{M}_{y} f=c$, then $c=0$.
Proof. By Lemma 2.6,

$$
\begin{aligned}
\|f\| & =\left\|f-c-\mathscr{M}_{x} f+c\right\| \\
& =\left\|(f-c)-\mathscr{M}_{x}(f-c)\right\| \leqslant\|f-c\|=\left\|f-\mathscr{M}_{y} f\right\| \\
& =\max _{x}\left\{\max _{y}|f(x, y)|-\left|\left(\mathscr{M}_{y} f\right)(x)\right|\right\}=\|f\|-|c|
\end{aligned}
$$

Remark. If $\phi$ is a discontinuous function of the form $h(y)+g(x)$, then $S \phi$ is a continuous function satisfying $\|f-S \phi\| \leqslant\|f-\phi\|$. Hence, as pointed out by Diliberto and Straus, the approximation of a continuous $f$ cannot be improved by allowing discontinuous $g(x)+h(y)$.

Remark. The mapping $S$ is defined so that if $f_{2 n}=f-\phi$ then $f_{2 n+2}=$ $f-S \phi$.

Remark. The fixed-point theorem is not necessary in proving the existence of a best approximation to $f$ in $M$. Once $S$ has been proved to have the properties $\|f-S \phi\| \leqslant\|f-\phi\|$ and $S(K) \subset K$, the existence follows from compactness of $K$ and continuity of $\|f-\phi\|$. The fixed-point argument produces a best approximation $\phi$ such that $f-\phi$ is level, a stronger result.

## 3. Special Results in the Discrete Case

Our objective here is to investigate the structure of the set of best approximations when $X$ and $Y$ are finite sets. A unicity theorem for best approximations is one by-product. Insofar as possible, definitions and results are given for general $X$ and $Y$.

Definition 3.1. An extremal path for a function $f$ is a closed path $l$ such that $\pi_{l}(f)=\operatorname{dist}(f, M)$. (Recall that the inequality $\leqslant$ is always valid here.) The union of all extremal paths for $f$, considered simply as sets, will be denoted by $E(f)$. The following lemma is from [5].

Lemma 3.1. $\quad$ If $\|f\|=\|f+\phi\|=\operatorname{dist}(f, M)$ then $\phi(p)=0$ for $p \in E(f)$. (Here $\phi \in M$.)

Definition 3.2. The null points belonging to $f$ are the elements of the set

$$
\mathscr{N}(f)=\bigcap\left\{Z(\phi): \phi \in M \text { and }\left\|f^{*}+\phi\right\|=\|f *\|\right\}
$$

where $f^{*}$ is chosen so that $f^{*}-f \in M$ and $\left\|f^{*}\right\|=\operatorname{dist}(f, M)$, and $Z(\phi)$ denotes the set $\{p: \phi(p)=0, p \in X \times Y\}$. (The null points are points where any two best approximations of $f$ must agree.)

Lemma 3.2. The definition of null points is independent of the choice of $f^{*}$.
Proof. Let $f^{\prime}-f \in M, \quad\left\|f^{\prime}\right\|=\operatorname{dist}(f, M)=r, \quad$ and $\quad p \in \cap\{Z(\phi)$; $\left.\left\|f^{*}+\phi\right\|=r\right\}$. If $\left\|f^{\prime}+\phi\right\|=r$ then

$$
r=\left\|f^{\prime}+\phi\right\|=\left\|f^{*}+\left(f^{\prime}-f+\phi\right)\right\|=\left\|f^{*}+\left(f^{\prime}-f^{*}\right)\right\|
$$

Hence $\left(f^{\prime}-f^{*}+\phi\right)(p)=\left(f^{\prime}-f^{*}\right)(p)=0$ and $\phi(p)=0$. Thus $p \in$ $\cap\left\{Z(\phi):\left\|f^{\prime}+\phi\right\|=r\right\}$.

Lemma 3.3. If $f-f^{\prime} \in M$ then $f$ and $f^{\prime}$ have the same null points and extremal paths.

Proof. If $f-f^{\prime} \in M$ then $\pi_{l}(f)=\pi_{l}\left(f^{\prime}\right)$ for all closed paths $l$. Also, $\operatorname{dist}(f, M)=\operatorname{dist}\left(f^{\prime}, M\right)$. Hence the extremal paths are the same. If $f^{*}-f \in M$ and $\operatorname{dist}(f, M)=\left\|f^{*}\right\|$, then $f^{*}-f^{\prime} \in M$ and $\operatorname{dist}\left(f^{\prime}, M\right)=\left\|f^{*}\right\|$. By the preceding lemma, $f$ and $f^{\prime}$ have the same null points.

Theorem 3.1. Let $X$ and $Y$ be finite. To each function $f$ defined on $X \times Y$ there corresponds afunction $f^{*}$ such that $f *-f \in M, f *$ is level, and $\operatorname{crit}(f *)=$ $E(f)$ (i.e., each critical point of $f^{*}$ is on an extremal path of $f$.) crit $f=$ $\{p:|f(p)|=\|f\|\}$.

Proof. By Theorem 3.2 of [3] there exists an $f^{\prime}$ such that $f^{\prime}-f \in M$, $\operatorname{crit}\left(f^{\prime}\right)=E(f)$, and $\left\|f^{\prime}\right\|=\operatorname{dist}(f, M)$. Let $f^{\prime}=f_{1}$ be the starting point of the Diliberto-Straus algorithm. Let $f^{*}$ be the limit of the generated sequence $\left\{f_{n}\right\}$. Then $f^{*}-f \in M$ and $f^{*}$ is level. It remains to be shown that $\operatorname{crit}\left(f^{*}\right)=$ $E(f)$.

Let $X_{1}$ and $Y_{1}$ denote, respectively, the projections of $E$ onto the $X$ and $Y$ sets. Put $X_{0}=X \backslash X_{1}$ and $Y_{0}=Y \backslash Y_{1}$. Let $c$ denote the maximum of $\left|f^{\prime}(p)\right|$ on the set $L=\left(X \times Y_{0}\right) \cup\left(X_{0} \times Y\right)$. Since $\operatorname{crit}\left(f^{\prime}\right) \subset X_{1} \times Y_{1}$, we have $c<\left\|f^{\prime}\right\|$.

We now prove that for $n \geqslant 1, f_{2 n+1}=f^{\prime}$ on $X_{1} \times Y_{1}$ and $\left|f_{2 n+1}\right|<c$ on $L$. Since the step from $f_{1}$ to $f_{3}$ is just like the step from $f_{2 n-1}$ to $f_{2 n+1}$, we need to consider $f_{3}$ only.

By the definitions of $X_{1}$ and $g_{1}, g_{1}=0$ on $X_{1}$ and $f_{2}=f^{\prime}$ on $X_{1} \times Y$. Likewise $h_{1}=0$ on $Y_{1}$ and $f_{3}=f_{2}$ on $X \times Y_{1}$. Consequently $f_{3}=f^{\prime}$ on $X_{1} \times Y_{1}$.

Now let $p=\left(x_{0}, y_{0}\right)$. Using Lemma 2.6, we obtain the following.
(1) If $p \in X_{0} \times Y$ then $\left|f_{2}(p)\right| \leqslant \max _{y}\left|f_{2}\left(x_{0}, y\right)\right| \leqslant \max _{y}\left|f_{1}\left(x_{0}, y\right)\right| \leqslant c$.
(2) If $p \in X_{1} \times Y_{0}$ then $\left|f_{2}(p)\right|=\left|f_{1}(p)\right| \leqslant c$.
(3) By (1) and (2), if $p \in X \times Y_{0}$ then $\left|f_{2}(p)\right| \leqslant c$.
(4) By (1), if $p \in X_{0} \times Y_{1}$ then $\left|f_{3}(p)\right|=\left|f_{2}(p)\right| \leqslant c$.
(5) By (3), if $p \in X \times Y_{0}$ then $\left|f_{3}(p)\right| \leqslant \max _{x}\left|f_{3}\left(x, y_{0}\right)\right| \leqslant \max _{x}\left|f_{2}\left(x, y_{0}\right)\right| \leqslant$ c.

Lemma 3.4. Let $Q$ be a subset of $X \times Y$ such that

$$
[(x, y) \in Q,(u, y) \in Q,(u, v) \in Q] \Rightarrow(x, v) \in Q
$$

Then there exist pairwise disjoint families $X_{\alpha} \subset X$ and $Y_{\alpha} \subset Y$ such that $Q=\bigcup_{\alpha}\left(X_{\alpha} \times Y_{\alpha}\right)$.

Proof. Put $X_{0}=\{x \in X:(x, y) \notin Q$ for all $y \in Y\}$,

$$
Y_{0}=\{y \in Y:(x, y) \notin Q \text { for all } x \in X\}
$$

On $X \backslash X_{0}$ we introduce an equivalence relation $\sim$ by putting $x_{1} \sim x_{2}$ if and only if there is a $y \in Y$ such that $\left(x_{1}, y\right) \in Q$ and $\left(x_{2}, y\right) \in Q$. Let $\left\{X_{\alpha}\right\}$ be the family of equivalence classes determined by this relation. Define

$$
Y_{\alpha}=\left\{y \in Y:(x, y) \in Q \quad \text { for all } \quad x \in X_{\alpha}\right\} .
$$

We prove that the $Y_{\alpha}$ are pairwise disjoint. Suppose that $y \in Y_{\alpha} \cap Y_{\beta}$. Then $(x, y) \in Q$ for all $x \in X_{\alpha} \cup X_{\beta}$. Take $x_{\alpha} \in X_{\alpha}$ and $x_{\beta} \in X_{\beta}$. Then $\left(x_{\alpha}, y\right) \in Q$ and $\left(x_{\beta}, y\right) \in Q$. Hence $x_{\alpha} \sim x_{\beta}$ and $X_{\alpha}=X_{\beta}$.

We prove that $Q \supset \bigcup_{\alpha}\left(X_{\alpha} \times Y_{\alpha}\right)$. Let $(\xi, \eta) \in X_{\alpha} \times Y_{\alpha}$. By the definition of $Y_{\alpha},(x, \eta) \in Q$ for all $x \in X_{\alpha}$. Hence in particular $(\xi, \eta) \in Q$.

We prove that $Q \subset \bigcup_{\alpha}\left(X_{\alpha} \times Y_{\alpha}\right)$. Let $(\xi, \eta) \in Q$. Then $\xi \in X \backslash X_{0}$ and $\xi \in X_{\alpha}$ for some $\alpha$. Let $x$ be an arbitrary element of $X_{\alpha}$. Then $\xi \sim x$. Hence there is a $y \in Y$ such that $(x, y) \in Q$ and $(\xi, y) \in Q$. By the hypothesis on $Q$, $(x, \eta) \in Q$. This shows that $(x, \eta) \in Q$ for all $x \in X_{\alpha}$, and that $\eta \in Y_{\alpha}$. Hence $(\xi, \eta) \in X_{\alpha} \times Y_{\alpha}$.

Lemma 3.5. Let $X$ and $Y$ be discrete spaces, and let $S$ be a subset of $X \times Y$ such that when three vertices of a rectangle belong to $S$ so does the fourth.

Let $p \in(X \times Y) \backslash S$. Then there is a function $\phi(x, y)=g(x)+h(y)$ such that $\phi \mid S=0$ and $\phi(p)=1$.

Proof. By Lemma 3.4, there exist sets $X_{\alpha}$ and $Y_{\alpha}$ such that

$$
\begin{gathered}
X=X_{0} \cup \bigcup_{\alpha} X_{\alpha}, \quad Y=Y_{0} \cup \bigcup_{\alpha} Y_{\alpha} \\
S=\bigcup_{\alpha}\left(X_{\alpha} \times Y_{\alpha}\right)
\end{gathered}
$$

Let $p=\left(x_{0}, y_{0}\right)$. If $x_{0} \in X_{0}$, we let $g\left(x_{0}\right)=1$ and let $g(x)=0$ for all other $x \in X$. Let $h=0$. Then this $g+h$ has the desired properties.

If $x_{0} \notin X_{0}$, then $x_{0} \in X_{\beta}$ for some $\beta$. Since $p \notin S, y_{0} \notin Y_{\beta}$. Let $g \mid X_{\beta}=1=$ $-h \mid Y_{B}$ and let $g$ vanish on all the other component sets of $X$. Let $h$ vanish on all the other component sets of $Y$. This $g+h$ has the desired properties.

Theorem 3.2. If $X$ and $Y$ are finite sets then the set of null points of $f$ is the smallest set $S$ having these properties:
(1) $S$ contains every extremal path for $f$; i.e., $S \supset E(f)$.
(2) If $S$ contains three vertices of a rectangle, then it contains the fourth.

Proof. By Lemma 3.3 and Theorem 3.1, there is no loss of generality in assuming that $f$ is level, and $\operatorname{crit}(f)=E(f)$. We begin by showing that $N(f)$, the set of null points, has properties (1) and (2). Let $\phi \in M$ and $\|f+\phi\|=$ $\|f\|$. By Lemma 3.1, $\phi$ vanishes on $E(f)$. Since this is true for every such $\phi$, $E(f) \subset N(f)$. This is (1). Now suppose that $p_{1}, \ldots, p_{4}$ are the vertices of a rectangle and that $p_{1}, p_{2}, p_{3}$ belong to $N$. Then $\phi\left(p_{1}\right)=\phi\left(p_{2}\right)=\phi\left(p_{3}\right)=0$. If $l$ is the closed path made from $p_{1}, \ldots, p_{4}$ then $\pi_{l}(\phi)=0$, and therefore $\phi\left(p_{4}\right)=0$. Again, this is true for all such $\phi$, and so $p_{4} \in N(f)$. This is (2),

In the second half of the proof we show that $N$ is contained in any set $S$ having properties (1) and (2). Let $p \notin S$. By Lemma 3.5, there exists $\phi \in M$ such that $\phi \mid S=0$ and $\phi(p) \neq 0$. Since $\operatorname{crit}(f) \subset S, \phi$ vanishes on crit $(f)$. Hence an $\epsilon>0$ exists for which $\|f+\epsilon \phi\|=\|f\|$. Since $\phi(p) \neq 0, p$ is not a null point. Thus the complement of $S$ is contained in the complement of $N$.

Theorem 3.3. Let $Q$ be a subset of $X \times Y$ such that when three vertices of a rectangle belong to $Q$ so does the fourth. If the sets $X_{0}$ and $Y_{0}$ of Lemma 3.4 are finite, and if there are only finitely many equivalence classes $X_{\alpha}$ say $k$, then

$$
\operatorname{dim}\{\phi \in M: \phi \mid Q=0\}=\# X_{0}+\# Y_{0}+k-1
$$

Proof. Select $k$ arbitrary numbers $\alpha_{1}, \ldots, \alpha_{k}$ and define $g(x)=-h(y)==$ $\alpha_{i}$ if $(x, y) \in X_{i} \times Y_{i}, 1 \leqslant i \leqslant k$. Let $g$ and $h$ be defined arbitrarily on $X_{0}$ and $Y_{0}$, respectively. Put $\phi(x, y)+h(y)$. Obviously, $\phi \in M$. If $(x, y) \in X_{i} \times Y_{i}$ then $\phi(x, y)=g(x)+h(y)=0$. Hence $\phi \mid Q=0$. Since $\phi$ is not changed if a constant is added to $g$ and subtracted from $h$, the dimension of the set in question is at least $m \equiv \# X_{0}+\# Y_{0}+k-1$.

On the other hand, if $\phi(x, y)=g(x)+h(y)$ and $\phi \mid Q=0$, then $g(x)+$ $h(y)=0$ when $(x, y) \in X_{i} \times Y_{i}$. Hence $g(x)$ is a constant $\alpha_{i}$ on $X_{i}$ and $h(y)=-\alpha_{i}$. Thus a set of $m$ functions $\phi$ can be constructed, taking only values 0 and 1 , to span $\{\phi: \phi \mid Q=0\}$. Hence the dimension of this set is no greater than $m$.

Lemma 3.6. Let $f$ be a function on $X \times Y, X$ and $Y$ being finite sets. Let $Q$ be the set of null points (Definition 3.2). Let $X_{0} \cup X_{1} \cup \cdots \cup X_{k}$ and $Y_{0} \cup Y_{1} \cup \cdots \cup Y_{k}$ be the decompositions of $X$ and $Y$ described in Lemma 3.4, relative to the set $Q$. Then

$$
\operatorname{dim}\{\phi \in M:\|f+\phi\|=\operatorname{dist}(f, M)\}=\# X_{0}+\# Y_{0}+k-1 .
$$

Proof. By Lemma 3.3 and Theorem 3.1, there is no loss of generality in assuming that $\|f\|=\operatorname{dist}(f, M)$ and $\operatorname{crit}(f)=E(f)$. By Theorem 3.2, $Q$ satisfies the hypotheses of Lemma 3.4. By the definition of $Q, \phi \mid Q=0$ whenever $\|f+\phi\|=\|f\|$. Thus the set whose dimension we wish to compute is a subset of $\{\phi \in M: \phi \mid Q=0\}$, and by Theorem 3.3 the former has dimension at most $m=\# X_{0}+\# Y_{0}+k-1$.

On the other hand, if $\phi \in M$ and $\phi \mid Q=0$, then because the domain is discrete and $\operatorname{crit}(f) \subset Q$, we can determine an $\epsilon \neq 0$ for which $\|f+\epsilon \phi\|=$ $\|f\|$. Thus the dimension to be computed is at least $m$.

Theorem 3.4. Let $X$ and $Y$ be finite sets. A function $f$ on $X \times Y$ has a unique best approximation in $M$ if and only if every point of $X \times Y$ is a null point of $f$.

Proof. By the preceding lemma, unicity of the best approximation occurs exactly when $\# X_{0}+\# Y_{0}+k-1=0$. Since $k \geqslant 1, \# X_{0} \geqslant 0$, and $\# Y_{0} \geqslant 0$, the condition is that $k=1, \# X_{0}=0$, and $\# Y_{0}=0$. Hence $X_{0}$ and $Y_{0}$ are void.

The matrix formulation of Lemma 3.4 is as follows.

Lemma 3.7. Let A be a matrix of 0's and 1's such that whenever three 0's are vertices of a rectangular pattern, the fourth vertex is also a zero. Then by row and column permutations $A$ can be put into the block form

where the shaded area is occupied solely by 0's and the unshaded area is occupied solely by 1's.

Proof. By row and column interchanges, the rows and columns consisting entirely of 1's are moved to the top and left. Let these rows and columns be described by the inequalities $1 \leqslant i \leqslant n, \mathrm{I} \leqslant j \leqslant m$. In the next step permutations involving only indices $i>n$ and $j>m$ are performed to obtain a maximal rectangle of 0 's in the upper left-hand position of the sub-matrix. Let this rectangle be described by $n<i \leqslant p, m<j \leqslant q$. If there is an element $a_{\nu \mu}=0$ with $n<\nu \leqslant p$ and $\mu>q$, then by the hypothesis on $A$, we would have $a_{i \mu}=0$ for $n<i \leqslant p$. An interchange of column $\mu$ with column $q+1$ would enlarge the maximal rectangle of 0's. In this way we show that elements to the right of and below 0-blocks are all 1's. The proof is completed by repetition of this process.

## 4. Special Problems on Finite Domains

Here a special case of the Diliberto-Straus algorithm is considered-one in which the generally nonlinear process becomes linear. The approximation problem on any Cartesian product of finite sets can always be solved by a finite sequence of the linear problems discussed here.

Assume that $C$ and $Y$ are two finite sets, each containing exactly $n$ points. The domain, $D$, of our functions is a subset of $X \times Y$ having these properties:
(1) The points of $D$ can be labelled in such a way that the result is a path: $D=\left[p_{1}, p_{2}, \ldots, p_{2 n}\right](n=\# X=\# Y)$.
(2) Each horizontal or vertical line of $X \times Y$ contains exactly two points of $D$.

We can assume the labelling of $D$ is chosen so that $p_{i}=\left(x_{i}, y_{i}\right), x_{2 i}=x_{2 i+1}$, $y_{2 i}=y_{2 i-1}$, and $x_{2 n}=x_{1}$.

Now let $f$ be any function defined on $D$. We intend to subtract from $f$ a function $\phi(x, y)=g(x)+h(y)$ so that $f-\phi$ is level on $D$. This will produce
the best approximation $\phi$ at once. The "levelling equations" are (for $1 \leqslant i \leqslant n$ )

$$
\begin{align*}
& f\left(p_{2 i}\right)-g\left(p_{2 i}\right)-h\left(p_{2 i}\right)+f\left(p_{2 i+1}\right)-g\left(p_{2 i+1}\right)-h\left(p_{2 i+1}\right)=0 \\
& f\left(p_{2 i-1}\right)-g\left(p_{2 i-1}\right)-h\left(p_{2 i-1}\right)+f\left(p_{2 i}\right)-g\left(p_{2 i}\right)-h\left(p_{2 i}\right)=0 \tag{3}
\end{align*}
$$

In these equations $P_{2 n+1}=p_{1}$. With the abbreviations

$$
\begin{aligned}
u_{i} & =g\left(p_{2 i}\right)=g\left(p_{2 i+1}\right), \\
v_{i} & =h\left(p_{2 i}\right)=h\left(p_{2 i-1}\right), \\
2 b_{i} & =f\left(p_{2 i+1}\right)+f\left(p_{2 i}\right), \\
2 c_{i} & =f\left(p_{2 i}\right)+f\left(p_{2 i-1}\right)
\end{aligned}
$$

the system (3) can be written in the form

$$
\begin{aligned}
& u_{i}+\frac{1}{2}\left(v_{i}+v_{i+1}\right)=b_{i}, \\
& v_{i}+\frac{1}{2}\left(u_{i-1}+u_{i}\right)=c_{i} .
\end{aligned}
$$

In matrix form this is

$$
\left[\begin{array}{cc}
I_{n} & B  \tag{4}\\
B^{T} & I_{n}
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{l}
b \\
c
\end{array}\right]
$$

with $b_{i j}=\frac{1}{2}$ if $(0 \leqslant j-i \leqslant 1)$ or ( $i=n$ and $j=1$ ), and $b_{i j}=0$ otherwise.
Now it is necessary to prove that the following matrix is of rank $n-1$.

$$
A=\frac{1}{4}\left[\begin{array}{rrrrrrrr}
2 & -1 & 0 & 0 & 0 & \cdots & 0 & -1 \\
-1 & 2 & -1 & 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & & \vdots & \vdots \\
-1 & 0 & 0 & 0 & 0 & \cdots & -1 & 2
\end{array}\right] .
$$

Since any constant vector is in the null space of $A$, the rank of $A$ is at most $n-1$. We will show that the $(n-1) \times(n-1)$ matrix $A^{0}$ obtained from $A$ by removing the last row and column is nonsingular. Suppose that $z=$ ( $z_{1}, \ldots, z_{n-1}$ ) and that $z A^{0}=0$. This system of equations is

$$
\begin{aligned}
& 2 z_{1}-z_{2}=0 \\
& -z_{i}+2 z_{i+1}-z_{i+2}=0, \quad 1 \leqslant i \leqslant n-3 \\
& -z_{n-2}+2 z_{n-1}=0
\end{aligned}
$$

These equations can be employed one-by-one to express each $z_{i}$ in terms of $z_{1}$, the result being $z_{i}=i z_{1}(1 \leqslant i \leqslant n-1)$. The last equation then states that $-(n-2) z_{1}+2(n-1) z_{1}=0$, whence $z_{1}=0$. Hence $z=0$ and $A^{0}$ is nonsingular.

The equation

$$
\left[\begin{array}{cc}
I & 0 \\
-B^{T} & I
\end{array}\right]\left[\begin{array}{cc}
I & B \\
B^{T} & I
\end{array}\right]=\left[\begin{array}{ll}
I & B \\
0 & A
\end{array}\right]
$$

implies that the second factor has rank $2 n-1$. The vector $\beta=[1, \ldots, 1$, $-1, \ldots,-1]$ is orthogonal to its columns. In order to prove that system (4) is consistent, it suffices to prove that $\beta$ is orthogonal to $[b, c]^{7}$. The required calculation is
$\sum b_{i}-\sum c_{i}=\frac{1}{2} \sum\left[f\left(p_{2 i+1}\right)+f\left(p_{2 i}\right)\right]-\frac{1}{2} \sum\left[f\left(p_{2 i}\right)+f\left(p_{2 i-1}\right)\right]=0$.
Theorem 4.1. The best-approximation operator for the domain $D$ is linear, and the linear system of equations (4) which determines the best approximation is consistent.

Of course, the consistency of the system of equations also follows from an existence theorem for the $\phi$ such that $f-\phi$ is level.

The foregoing analysis can be used to compute the best approximation in one step on any domain $D$ having the property that every horizontal or vertical line through a point of $D$ contains exactly one other point of $D$. In this case, $D$ can be decomposed into a disjoint union of paths on each of which $f-\phi$ can be made level by solving linear equations.
The formal way of decomposing $D$ is to define an equivalence relation $p \sim q$ to mean that $p$ can be joined to $q$ by a polygonal line whose vertices are in $D$ and whose line segments are alternately horizontal and vertical. The equivalence classes give the decomposition $D=\bigcup D_{i}$. This can be done whether $X$ and $Y$ are finite or infinite sets. If $M(D)$ denotes the space of functions $\phi(x, y)=g(x)+h(y)$ on $D$, we have

Theorem 4.2. Corresponding to the decomposition $D=\bigcup D_{i}, M(D)$ has the direct-sum decomposition

$$
M(D)=\sum \oplus M\left(D_{i}\right) .
$$

Here it is understood that if $\phi=\sum \phi_{i}$ with $\phi_{i} \in M\left(D_{i}\right)$ then $\phi(p)=\phi_{i}(p)$ if $p \in D_{i}$. Furthermore, $\|\phi\|_{\infty}=\sup _{i}\left\|\phi_{i}\right\|_{\infty}$.

Proof. If $\phi \in M$, let $\phi_{i}(p)=\phi(p)$ on $D_{i}$ and $\phi_{i}(p)=0$ elsewhere. Obviously $\phi=\Sigma \phi_{i}$. If $\phi_{i} \in M\left(D_{j}\right)$ then $\phi_{i}=\phi \mid D_{j}$ for some $\phi \in M$. Then $\phi_{i}\left|D_{i}=\left(\phi \mid D_{j}\right)\right| D_{i}=0$ by disjointness of $D_{i}$ and $D_{j}$.

Reference [6] came to our attention after we completed our work. It contains another proof of convergence of the Diliberto-Straus algorithm. References [1, 7] contain an abstract account of algorithms having the form of the Diliberto-Straus algorithm.
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